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Economic theory suggests that correct valuation of free agent players in Major League Baseball 
requires estimation of the revenue generated by the added wins the player contributes through his 
on field performance. Close analysis of the research to date in this area, however, suggests flaws 
in previous estimation techniques analyzing the revenue-win relationship, which lead to biased 
estimates with significant implications for estimating a player’s worth to a team. This paper 
departs from past work by estimating team specific, nonlinear effects of winning on revenue and 
controlling for the effect price has on this relationship. This analysis finds significant variation 
across teams in the revenue-win relationship, much of which is not explained by market 
demographic factors and almost none of which is explained by overall market size. Additional 
analysis suggests that it is difficult to even group seemingly similar teams based on their revenue-
win relationship, implying that the returns to winning are determined by the unique, dynamic 
relationship each team has with its fans and other factors that cannot be quantified in a model that 
pools all teams.  
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 The advent of free agency in 1975 fundamentally changed the economics of Major League 

Baseball (MLB). Previously indentured to a team for their entire career and forced to accept whatever 

salary owners felt fair, players now had the ability to move from team to team, creating a competitive 

market for their services. The result was an exponential increase in salaries, culminating with Alex 

Rodriguez’s famous ten year $252 million contract with the Texas Rangers in 2000 (Verducci, 2000). The 

increased payroll spending did not occur uniformly across teams, however, and in 2000 the disparity in 

the payrolls and success between the top teams and the bottom teams led to the creation of the Blue 

Ribbon Panel hired by MLB to investigate the financial sustainability of the league. The panel’s 

findings—that differences between teams in local revenue severely hindered competitive balance—

implied what fans already knew: that in the free agent market some teams had the ability to vastly 

outspend their competition.  

 The creation of free agency and its subsequent effect on salaries and competitive balance led 

naturally to two fundamental questions with implications for baseball teams, fans, and economists that are 

implicitly discussed in the media, are explicitly discussed every day by baseball executives, and that have 

been empirically analyzed by economists. The critical questions to ask about the free agent market are 

how much a player is truly worth and what determines this value.  Economic theory suggests that teams 

should not pay a player more than the added revenue generated by signing the player to the team; the 

implication of this theory is that the disparities between teams in free agent spending are not due to 

differences in baseline revenue, but rather to differences between teams in the marginal revenue from 

winning. Winning, therefore, must be more valuable to the Yankees than to anyone else, given that they 

consistently outspend their competition in the free agent market. 

 The uniquely statistical nature of baseball makes player valuation a popular topic among many 

economists and fans. Almost every relevant action in the game is recorded as an individual feat, and has 

been for most of MLB’s history. The result is a mass of data on player performance that statisticians have 

been analyzing since the 1970’s in order to estimate a player’s contribution to the team’s success, 

independent of the performance of those around him. Unlike a teacher or a doctor, for whom the marginal 
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product of labor is difficult to quantify, if we consider a baseball player’s product to be added wins, we 

can theoretically quantify the marginal impact of his performance on the team’s output by analyzing this 

performance data. This realization led to Gerald Scully’s seminal work in 1974 that attempted to estimate 

players’ marginal revenue product (MRP), and has spawned ongoing academic and commercial research 

into how to apply such estimations. Close reading of this literature, however, reveals both inconsistent 

findings between estimation techniques and potential confounding effects that could bias the estimates.  

The goal of this paper is to explore these issues, analyze how they may have biased previous 

work, and incorporate some previously unconsidered factors that may determine the added revenue from 

winning, in order to estimate a player’s value. First, I will analyze the extent to which the models to date 

are potentially misspecified. Second, I will address factors not previously considered that may have 

profound effects on our understanding of a team’s revenue return to winning. Finally, I will suggest 

additional considerations teams should make when estimating player value that are difficult to capture in 

a statistical model for revenue.  

As Berri and Schmidt (2006) find, over the last few decades fans have grown increasingly 

responsive to the competitiveness of their team, increasing the returns to winning and the money that 

teams stand to make from efficient decision making. Additionally, the rise in salaries from the advent of 

free agency has also made effective player valuation significantly more important to teams’ financial and 

competitive success. This suggests that a better understanding of how teams should spend the millions of 

dollars they devote each year to player salaries within the context of the free agent market is ever more 

relevant, but the implications of the research also stretch beyond baseball. 

 To the extent that we can reliably estimate a worker’s MRP, this estimation can allow us to 

analyze various economic theories and topics. Estimates of a baseball player’s MRP, for example, have 

been used to study monopsonistic exploitation (Raimondo, 1983), owner collusion in driving down 

salaries (Bruggink and Rose, 1990), the presence of a winner’s curse in auctions (Cassing and Douglas, 

1980), and human capital investment theory (Blass, 1992). Additionally, MRP estimates have been used 

to look at methods within baseball to increase competitive balance (Zimbalist, 1992 and 2001; Burger and 
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Walters, 2003) and to develop strategies for efficiently building a winning and financially successful 

franchise (Gennaro, 2007; Silver, 2006). Anecdotal evidence from talking to current and former figures 

working in or around major league franchises suggests, however, that few teams utilize estimates of MRP 

when making player personnel decisions (August, Interview; Barbarisi, Interview; Cashman, Interview; 

Duquette, Interview). This indicates either that owners are not the profit maximizing agents economists 

would assume them to be, or that the decision making process within the industry is inherently flawed and 

without perfect information. 

 The rest of this paper will proceed as follows: Section 1 will detail the history of MRP estimation 

for Major League Baseball players both by academics and commercial authors. Sections 2 and 3 will 

outline my hypotheses about the nature of the revenue-win relationship for MLB teams, the subsequent 

implications for MRP estimation, and my strategy for testing these hypotheses. Section 4 details my data 

and the results of my analysis. Section 5 discusses the implications of my findings and possible 

theoretical explanations for my results. Section 6 provides the potential caveats to my analysis and 

explains why they may or may not be significant. Section 7 concludes and details potential areas of 

further research on the topic. At the end of the paper there is an appendix containing significant tables and 

figures that will be discussed in Sections 4, 5, and 6.  

 I. History of MRP Estimation Strategy 

 MRP estimation strategy for MLB players falls into three categories that I will call the 

Krautmann model, the commercial model, and the Scully model. The Krautmann model, developed by 

Anthony Krautmann (Krautmann, 1999), uses the classic economic theory of markets to derive a player’s 

MRP. Krautmann assumes that free agency creates a free market in which teams reveal the marginal 

revenue generated by a player at a certain position through the salary they pay that player. This salary 

then represents the marginal revenue product of all similarly performing players at that position.  The 

drawback to this model is that it makes very strong assumptions about players’ value to teams. First, it 

assumes that each team values players the same, a phenomenon that is refuted by the differences across 

baseball in team payrolls. Second, it assumes that the return to a win is linear, so that a team that will win 
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95 games by signing a given free agent will derive the same value as a team that will win 75 games if they 

add the free agent. Third, it assumes that teams are privy to perfect information about how a player will 

perform and about how this performance will impact their bottom line. Finally, it assumes that the free 

agent market is perfectly competitive so that any given team must pay exactly a player’s MRP, or the 

player will sign with another team.  

 The commercial model utilized by analysts Vince Gennaro in Diamond Dollars and Nate Silver 

in Baseball Between the Numbers seeks to construct the revenue-win relationship through the authors’ 

knowledge of how baseball teams generate revenue. Utilizing various estimation methods, these authors 

fit models relating ballpark attendance to wins to estimate general fan responsiveness to winning, either 

uniquely for teams in the case of Gennaro or generally across teams in the case of Silver. They then 

multiply these estimates by average ticket price to get attendance revenue at each win total. Next, they 

assume the revenue generated from concessions, merchandise, parking, and box seats is a fixed 

proportion of the revenue generated by attendance. Multiplying the attendance revenue at each win total 

by the set proportion then yields the added revenue from these factors. Finally, they allow for a nonlinear 

relationship between revenue and wins by estimating the expected bump in revenue from making the 

playoffs and multiplying this by the probability of making the playoffs at each win total. While these 

models assume a nonlinear relationship between revenue and wins—and, in the case of Gennaro, assume 

team specificity—they employ assumptions about how attendance revenue is extrapolated to total 

revenue. Additionally, construction of the revenue-win relationship in this manner makes it hard to 

quantify and analyze the variation between teams in the returns to winning as I intend to.  

The Scully model is built upon the two step process conceived by Gerald Scully in 1974 and is 

the most compelling for empirically analyzing the revenue-win relationship for teams within the 

framework of economic theory. Scully posits that a player’s MRP is best modeled as the additional wins 

he is responsible for, multiplied by the marginal revenue associated with these wins. Scully, and others 

utilizing his approach, fit models with revenue as the dependent variable and wins as the explanatory 

variable of interest, controlling for other factors affecting revenue. Then they estimate a player’s added 
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wins based on performance data and multiply these estimated wins by the estimated coefficient on wins 

from the revenue-wins model. In this approach, a player’s MRP is a linear function of his performance 

and is not specific to each team, implying that every team should be willing to spend the same amount for 

a given player. 

 The prominent academic hypothesis refuting players’ equal value across teams is that a team’s 

market size impacts their marginal return to wins. Models taking this into account interact a measure of 

market size with team wins in the revenue regression to allow for a differential effect of wins on revenue 

depending on the size of the market within which a team operates. This strategy has found conflicting 

results, with Sommers and Quinton (1982) finding that the returns to wins are greater in larger markets 

and Zimbalist (1992) finding no significant effect of market size.  

More recently, Burger and Walters (2003) added complexity to the market size model with their 

theory that each market is made up of either purist fans or bandwagon fans. Their model assumes the 

proportion of each type of fan is the same across markets, but larger markets will have more of each and 

smaller markets will have less of each. Bandwagon fans only become interested in a team and create 

revenue when a team hits a threshold number of wins. Purists generate revenue at any number of wins, 

but will become more intense and therefore create more revenue once the team hits the threshold. Burger 

and Walters estimate a nonlinear revenue-wins relationship using a spline function at the wins threshold, 

and find that “teams in the largest markets derive up to six times more marginal revenue from each 

additional victory than teams in the smallest markets” (Burger and Walters, 2003, p.121).  

 The work of Burger and Walters is the most compelling of the Scully-type models, as it allows 

for both team specificity and nonlinearity in the revenue-wins relationship. There are, however, questions 

that arise within their work based on the assumptions that they make. The first caveat is the assumption 

that market size is the only team specific factor that influences the marginal revenue of a win. It is 

plausible that there are large market teams for whom wins may not have a significant impact on revenue, 

even in the current era. For example, the Cubs, who reside in Chicago—one of baseball’s largest 

markets—have a long history of losing that they have successfully marketed to their fans. The marketing 
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has worked so well that Cubs fans seem to enjoy flocking to Wrigley Field to watch the “lovable losers” 

fail to win baseball games. In Miami, the combination of a rainy climate and an outdoor stadium seem to 

have the opposite effect on Marlins fans—they rarely attend games, even during winning seasons 

(although it remains to be seen whether a brand new stadium with a retractable roof will change this). 

This suggests that the hypothesis that every market is made up of the same proportion of purist and 

bandwagon fans is not one to be accepted without deep analysis. Instead, this anecdotal evidence would 

suggest that there may be hard to quantify, very team specific factors that determine the relationship 

between teams and their fans. 

 The second caveat is that, as Vince Gennaro and countless others find, the probability of making 

the playoffs at a given win total is nonlinear. Instead it resembles a standard probit curve, with the largest 

marginal gain in probability at those win totals right on the cusp of making the postseason. This suggests 

that, though the spline function utilized by Burger and Walters addresses the nonlinearity of the 

relationship and correctly attributes it to the possibility of making the playoffs, the revenue-win 

relationship above the threshold should be nonlinear. Additionally, one issue not addressed in the 

literature is the fact that the probability of making the playoffs at a given win total each year is 

historically different depending on the division a team plays in. Since the three divisions per league 

format was instituted in 1995, the American League East with the Yankees and Red Sox has been 

notoriously difficult to win, meaning teams need more wins to reach the postseason. On the other hand, 

the American League Central is historically mediocre, requiring fewer wins to reach the postseason. If all 

that fans care about is making the playoffs, then fans of teams in the AL Central should require fewer 

wins to “jump on the bandwagon”.  

 Finally, few papers attempt to account for the effect that ticket price has on demand, a 

counterintuitive concept given that we are essentially estimating a demand curve, with demand being a 

function of the quality of the product. One needs only look at the vast differences in ticket prices between 

teams to understand that, given the distance between teams and the unique relationship each team has 

with fans, franchises are price setting monopolies. If owners understand that demand is related to the 
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success of the team, they should take this into account when setting prices. Teams have the privilege of 

observing their players on a daily basis before the season and should have the best idea of how they will 

perform, meaning their predictions for performance should be closely correlated with actual performance. 

If this is the case, then ticket price should be positively correlated with actual wins and with revenue, 

meaning that price would be an omitted variable.  

II. Hypotheses and Assumptions 

 In order to more fully understand how wins generate revenue for MLB teams and subsequently 

how much a player is worth I will estimate two separate types of models to test three different hypotheses. 

The first model will estimate how much revenue a win generates for every team and will be based on two 

assumptions about the revenue-win relationship. This model will also allow me to test whether or not 

price is an omitted variable. The second model will test how much variation in the revenue-win 

relationship can be explained by observable market demographic factors that are relatively stable over 

time.  

The first assumption is that the marginal revenue of a win varies significantly across teams. This 

means that two teams both going from 85 wins to 86 wins in a season, for example, will generate very 

different amounts of revenue from this extra win. While this seems like a straightforward assumption, it is 

nonetheless the case that the bulk of the research estimating players’ MRP fits a model that pools teams to 

create an across teams estimate for the value of a marginal win. Given that a player’s value is derived 

from the added revenue a team generates from the player’s performance, the assumption implies that the 

same player will have very different values to different teams. Therefore, to the extent that teams act on 

the anticipated value of the player and players respond rationally, we should see players systematically 

signing with the team that values them the most. If players have different true values to different teams, 

then it is not necessarily the case that the winning bidder for a given free agent overbid, as the theory of 

the winner’s curse in auctions would predict. In fact, as Burger and Walters (2003) point out, a team can 

bid well under a player’s MRP for their franchise and outbid their competition if they are bidding against 

a team that values the player much less than they do.  
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The second assumption is that the revenue-win relationship is nonlinear. More recent work 

generally accepts this hypothesis to be true, but much of the older research on player MRP estimates a 

linear model relating revenue and wins, despite the intuitive argument that not all wins are created equal. 

It is unlikely that going from 65 wins to 66 generates the same fan response and subsequent revenue as 

going from 91 to 92 wins. In the latter case, the additional win raises the probability of making the 

playoffs, generating more fan excitement and increasing the chances of additional gate revenue during the 

current season from playoff games. The differential effects on revenue may be even greater the following 

season, as making the playoffs would likely increase demand in the form of more ticket sales or consumer 

absorption of increases in prices; between 1993 and 2006 teams that reached the postseason raised ticket 

prices the following year by about 10%, while teams that failed to make the playoffs raised them by less 

than 6% (Gennaro, 2007).  

The first hypothesis (H1) I will test is that price is an omitted variable in specifications of the 

revenue-win model when not included as an independent variable. As explained above, if price is 

determined endogenously based on predictions of the team’s wins and these predictions are closely 

correlated with the team’s actual wins, then price is an omitted variable. To understand the implications of 

the potential bias we must understand the extent to which price is correlated with predicted wins. A 

poorly performing team should face reduced demand and thus diminished revenue. If this poor 

performance is unexpected then this effect will be coupled with high prices set in anticipation of a good 

team, which will further decrease attendance and revenue. Similarly, setting prices low and then 

unexpectedly having a good team would deflate some of the added revenue from the team’s success. If 

there is a lot of uncertainty even by owners as to how a team will do, then they should set price 

somewhere in the middle, in which case there is little correlation between price and predicted wins, and 

little to no impact of price on the revenue-win relationship. In this case we do not need to worry about 

omitted variable bias. Similarly, if owners dynamically set price over the course of the season—as some 

teams have recently (Tishgart, 2011)—then they can respond relatively quickly to the success or failure of 

their team in order to maximize revenue based on demand. In this instance price will always be updated to 
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the optimal level based on the success of the team and will not bias our estimation for the revenue 

generated from wins. 

The second and most important testable hypothesis (H2) is that the team to team variation in the 

revenue-win relationship cannot fully be explained by market size, market demographics, division, or 

other observable characteristics. Usually many of these factors are used to control for different baseline 

revenues; however, it is plausible that they also affect the marginal return to a win. I will analyze how 

much of the variation in the revenue-win relationship can be explained by observable characteristics and 

how much of it is explained by other factors difficult to quantify and unique to each team. Previous 

studies have relied on the assumption that team to team variation in the revenue-win relationship is due to 

differences in market size; H2 implies not only that this is not the case, but that even accounting for other 

observable characteristics is not enough to explain the unique returns to winning for each team. 

Therefore, models based on the market size theory would be misspecified and yield biased results, with 

the size of the bias depending on how much of the variation is unaccounted for when only controlling for 

the effect of differences in market size.  

The third hypothesis (H3) is that the three different collective bargaining agreements (CBAs) 

negotiated during the 1995-2010 period covered in this analysis had significant, unique, and team 

dependent effects on the return to a marginal win. In order to promote competitive balance in hopes of 

increasing fan interest and league wide revenue, MLB has a system of revenue sharing through which 

wealth is redistributed from teams with the most revenue to teams with the least. All teams’ local revenue 

is taxed at an equal rate and this money is pooled and then redistributed (2007-2011 Major League 

Collective Bargaining Agreement). Additionally, there is a “luxury tax” on payrolls exceeding a certain 

threshold, the proceeds from which are used by MLB for general league purposes (Brown, 2010). As 

Burger and Walters (2003) point out, the effect of these measures is to decrease the value of a marginal 

win for all teams because the added revenue of a win will be taxed at a higher rate for each team than the 

rate at which the money will return in the form of redistribution. For teams in the middle of the revenue 

distribution there is the potential double effect of taking away revenue from the win and, if the added 
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revenue is great enough, turning the club from a net payee club to a net payor club. Net payor clubs are 

those teams for whom revenue is great enough that revenue sharing results in a net loss. Under the first 

CBA in the sample, teams with above average revenues received a smaller percentage of the redistributed 

tax revenue (1996-2001 Major League Collective Bargaining Agreement). Under the last two CBAs, net 

payor clubs received less revenue from the MLB Central Fund than did net payee clubs (2007-2011 Major 

League Collective Bargaining Agreement; Brown, 2006). The marginal tax rate on revenue and the 

system of redistribution has varied across CBAs, so the amount of deflation of the value of a win has 

changed depending on the agreement in place, and the magnitude of the effect for teams at different 

places in the revenue distribution has varied depending on the agreement.1 

III. Hypothesis Testing Strategy 

 The first of two models I will take to the data to test the above hypotheses is based upon the main 

two assumptions of team specificity and nonlinearity of the revenue-win relationship. Model 1 will allow 

me to test H1 and the assumption of significant variation across teams in the returns to winning. The 

model approximates the commonly used model for estimating the revenue-win relationship, but uses a 

different functional form for the relationship, includes price as a control variable, and omits other controls 

common to earlier models. The controls omitted are factors that are relatively stable over time and 

generally outside of the team’s control, but thought to influence the revenue-win relationship. My 

                                                            

1 The 1997-2001 “Basic Agreement” outlined a rather complicated system of redistribution and employed a 
20% marginal tax rate on teams’ local revenue. For the first two years of the CBA a “Hybrid Pool Plan” was in 
place, under which teams received the more favorable outcome of a “Split Pool Plan” or a “Straight Pool Plan”. 
A split pool is where the tax revenue is redistributed unequally, with the higher percentage going to teams with 
below average revenue. The straight pool plan redistributes the revenue equally, with lower revenue teams 
being net payees because under the flat marginal tax rate they pay less into the pool due to lower local revenue. 
The split pool obviously is more generous to lower revenue teams and potentially has the unintended effect of 
de-incentivizing clubs near the league average from increasing revenue so that they receive a smaller percentage 
of the redistributed revenue (1996-2001 Major League Collective Bargaining Agreement).  

Since 2002 MLB has used a straight pool plan, but has changed the marginal tax rate to 34% and 31% in 
the respective CBAs. Additionally, MLB Central Fund revenue generated from national broadcasts, online sites, 
and online media have been distributed unequally in favor of payee clubs. MLB has used a formula to derive 
“performance factors” for each team in order to decide the percentage of Central Fund revenue they will receive 
(2007-2011 Major League Collective Bargaining Agreement). Teams with the lowest revenue receive more, 
again de-incentivizing teams to increase their own local revenue, as this will decrease the amount of revenue 
they receive from the league.  
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estimate for the revenue-win relationship from Model 1 picks up the effect of these variables, then in 

Model 2 I will estimate how much of the variation in the revenue-win relationship is explained by these 

variables alone. Therefore, we arrive at Model 1 to estimate the revenue-win relationship: 

Revenueit=β0Teami + β1 Teami *WinPctit + β2Teami*WinPct2it
1/2 + β3Priceit + β4Stadiumit

-1
 + B5Stadiumit

-2
 

+ B6Newit
-1

  + B7Newit
-2

 + β8Playoffsit-1 + β9t + εit,  1) 

where i indexes team, t indexes year, ε is a well behaved error term and: 

• Revenueit is the revenue for team i in year t. Revenue is defined as the team’s revenue in real 

2010 dollars, net of revenue sharing  

• Teami is a binary variable for each of the 29 teams in the sample. 

• WinPctit is the win percentage of team i in year t.  

• WinPct2it is 0 if a team is below the win percentage threshold of .506 and is the added win 

percentage above the threshold for teams above it. The threshold was set at the lowest winning 

percentage of a team reaching the playoffs in the sample, the 2005 San Diego Padres. 

• Priceit is the Fan Cost Index according to Team Marketing Report for team i in year t. The Fan 

Cost Index “comprises the prices of four adult average-price tickets, two small draft beers, four 

small soft drinks, four regular-size hot dogs, parking for one car, two game programs and two 

least expensive, adult-size adjustable caps” (Team Marketing Report, 2011).  

• Stadiumit is the age of the stadium of team i in year t up to 6 years; any stadiums over 6 years old 

in year t have a value of 0 for the stadium variable, as Clapp and Hakes (2005) find the 

honeymoon effect for a new stadium tends to last about 6 years.  

• Newit is the number of years team i has been in the league in year t up to 6 years, at which point 

the variable becomes 0. This variable captures the effect on revenue of being an expansion team 

and the excitement that accompanies a new team. Both the stadium variable and the new team 

variable are in the form of a negative polynomial to account for diminishing marginal revenue 

over time for these effects.  
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• Playoffsit-1 is a dummy variable indicating whether or not team i reached the playoffs in year t-1.  

• t is a time trend variable to capture the growth of revenue across baseball as a whole during the 

period studied and accounts for serial autocorrelation of the errors.  

An F-test for joint equality of the 29 team estimations of β1 + β2 will test the validity of the first 

assumption that teams have unique returns to wins. Similarly, the size and significance of β2 will indicate 

whether or not the revenue-win relationship truly is nonlinear for teams, as this would represent a 

significant additional increase in revenue from a win once teams are in playoff contention. The 

significance and magnitude of β3 will indicate the average effect of a change in prices on revenue, but 

more importantly the size of the change of the estimated coefficients of β1 and β2 when the model is 

estimated with and without the price variable will indicate whether or not price is indeed an omitted 

variable we need to control for. A significant change in these coefficients in models that exclude this 

variable indicates that some of the effect of wins on revenue estimated by the coefficients is actually the 

effect of price on revenue through its correlation with wins.  

The second model captured in equation 2 addresses H2 by estimating how much of the variation 

in the revenue-win relationship can be explained by factors relatively stable over time, out of the team’s 

control, and assumed to influence the revenue-win relationship. The model is as follows:  

Coefficienti=γ0 + γ1Marketi + γ2Incomei + γ3Divisioni + γ4Distancei + γ5Sportsi + μi, 2) 

where i indexes team, μ is a well behaved error term, and: 

• Coefficienti is (separately) the estimates for β0, β1, and β1 +  β2 for team i from Model 1, yielding 

three different specifications of Model 2. For the specification where β1 alone is the dependent 

variable I will use the estimate for β1 from a regression of Model 1 that does not include the 

threshold win percentage variable. Therefore, in this instance β1 will represent each team’s returns 

to winning assuming that the revenue-win relationship is purely linear for each team. Equation 2 

will be fit with weighted least squares, giving more weight to teams for whom the estimated 

coefficients have smaller standard errors and therefore for whom there is more certainty about the 
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revenue-win relationship. The three specifications will provide insight on how a team’s baseline 

revenue (β0), linear revenue-win relationship (β1), and nonlinear revenue-win relationship (β1 + 

β2) are related to the independent variables in Model 2.  

• Marketi is the time average population of the market for team i and proxies for market size.  

• Incomei is the time average real 2010 per capita income for the residents of the city of team i.  

• Divisioni will be a set of dummy variables for each of the 6 divisions within baseball, leaving out 

the American League Central.  

• Distancei is the distance to the closest MLB team for team i.  

• Sportsi is the average number of other major pro sports franchises (NBA, NFL, NHL) in the 

market for team i during the sample.  

The R2 from this regression will indicate how much of the variation in the revenue-win relationship 

between teams can be explained by the above factors. Whatever variation cannot be explained is due to 

other factors that are so team specific they cannot be controlled for with a simple interaction term in the 

first model. Additionally, I will look at how the R2 changes when I remove each of the independent 

variables one at a time. The change in R2 will indicate how much of the variation in the revenue-win 

relationship across teams is accounted for by the independent variable that was removed from equation 2; 

therefore, this process will indicate which variable accounts for the greatest amount of variation across 

teams. 

As a robustness check I will categorize teams that appear to have similar returns to winning and 

then interact these categories with indicators for the time period of the three different collective 

bargaining agreements during the sample. If the different CBAs had a significant impact on the returns to 

winning that varied similarly across teams with similar revenue-win relationships then we should see 

significantly different estimates for the wins coefficients of teams in the same categories in different time 

periods. This method should also indicate whether it is indeed possible to actually group similar teams or 
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whether teams indeed have such unique relationships with their fans that they must be considered on a 

case by case basis. The categorized specification for Model1 is then as follows: 

Revenueit=β0Categoryj*CBAt+ β1 Categoryj *WinPctit*CBAt + β2Categoryj*WinPct2it
2*CBAt + β3Priceit 

+ β4Stadiumit
-1 + β5Stadiumit

-2
 + B6Newit

-1
 + B7Newit

-2
 + β8Playoffsit-1 + β9t + εit  3) 

• Here Categoryj for j=1,…, 5 is a dummy variable indicating the 5 categories of teams based on 

their return to a win.  

• CBAt is a three-element vector of binary variables indicating the collective bargaining agreement 

time periods 1997-2001, 2002-2006, or 2007-2010.  

In this model there will be 3*j=15 estimates for β0, β1, and β2.  Each coefficient estimate has the same 

interpretation as equation 1 except that instead of being purely team specific and the average over time, 

each of the first three coefficients are now the time average for a given collective bargaining period and a 

given group of teams j.  

IV. Data and Results 

Data Sources and Coding of Specific Variables  

 In order to test my three hypotheses I have a panel dataset for the sixteen year period beginning in 

1995, following the strike season of 1994, through the 2010 season. Each team therefore has sixteen 

observations for each variable in Model 1 with the exception of Tampa Bay (TB) and Arizona (ARI) 

which entered the league in 1998 and thus have thirteen observations. For each team in the MLB during 

this period—except the Montreal Expos who moved to Washington D.C. in the middle of the period and 

are omitted from the analysis—I use the yearly estimates for total team revenue from Forbes’ valuations 

of MLB teams for my estimate of team revenue. All variables representing dollar values are in real 2010 

U.S. dollars, adjusted using a yearly consumer price index (CPI) price deflator and the yearly Canadian to 

U.S. dollar exchange rate for the Toronto Blue Jays. Revenue estimates are in millions of dollars, while 

the price variable (proxied by the FCI) and per capita income are in U.S. dollars. Data on team wins and 

playoff appearances is readily available online at MLB.com and is used to construct the win percentage, 
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win threshold, and playoff variables for Model 1. Descriptive statistics for the variables in Model 1 across 

teams can be found in Table 1 and by team in Table 2.  

For Model 2 market size and per capita income data are gathered from various U.S. Census and 

Bureau of Economic Analysis sources, with a team’s market considered to be the consolidated 

metropolitan statistical area (CMSA) within which a team operates. Market size is proxied by CMSA 

population and is in millions of persons within a given CMSA. Similar methodology is used with 

Canadian government data regarding the Toronto Blue Jays. The distance between MLB teams is in miles 

and only varies over the course of the sample for those teams who are closest to TB, ARI, and the 

Washington Nationals who all entered the league in the middle of the sample. Detroit (DET) and 

Milwaukee (MIL) switched divisions in 1998 when the MLB divisions were realigned with the inception 

of ARI and TB, with DET moving from the AL East to the AL Central and MIL moving from the AL 

Central to the NL Central; however, for the purposes of this analysis they are considered to be in their 

current divisions for the entire sample. All of the variables for Model 2 are then averaged over time to 

arrive at one value for each team for the regression analysis of Model 2.  

The dependent variables in the three specifications of Model 2 are the estimates for each team 

from Model 1 and represent the time average baseline revenue (team specific intercepts), time average 

linear combination of the win percentage effect on revenue and square root of win percentage above the 

.506 threshold effect on revenue, and the time average linear win percentage effect on revenue omitting 

the threshold variable, respectively. These three variables will be referred to hereafter as the “intercept”, 

“linear combination of win coefficients”, and “linear win coefficient”, respectively. Descriptive statistics 

for the variables in Model 2 can be found across all teams and by team in Tables 6 and 7, respectively.  

Replication of Burger and Walters Results 

 The first robustness check of my methodology is to replicate the results generated by Burger and 

Walters. The main concern with my data sample is that it is uses Forbes’ estimates for total team revenue 

net of revenue sharing, not on the internal measures of team local revenue released by MLB that Burger 

and Walters used. Local revenue is used to capture only the revenue that is affected by winning and omits 
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revenue distributed to all teams regardless of their performance, meaning that by using total revenue I 

could be introducing measurement error in my dependent variable. To test this possibility I replicated 

Burger and Walters’ model and its various specifications, with the results presented in Table 3. While I 

utilize win percentage in my model because of variation in the number of games played in a season due to 

play-in games to reach the playoffs, rainouts, or the shorter 1995 season, Burger and Walters use actual 

wins as a regressor. Therefore, I have normalized wins for each team in a given season by multiplying 

their win percentage by 162 and use this variable to construct the threshold variable, which takes a value 

of normalized wins-.506*162 for win totals above this threshold, and zero below it. I use the same 

measure of market size (population in a team’s CMSA in millions of persons) as I use in Model 2, except 

that in accordance with Burger and Walters I divide population in half for teams sharing a market, which I 

will not do in Model 2.  

 In the Appendix I have included a copy of Burger and Walters’ regression table to compare to 

Table 3, which is my replication of their model and its specifications. It is quite clear that my results 

mirror theirs extremely well2, with very similar magnitudes and significance for each of the variables of 

interest—the main effects of market size, wins, and wins above the threshold and the interacted effects of 

market size with wins and wins above the threshold. Especially of note are the estimates for specification 

2, which omits the main effects of market size and wins, which are the estimates Burger and Walters use 

for their analysis. Importantly, both of our regressions find that when omitting the main effects the 

                                                            

2 The only notable difference in my replication and in their findings is the estimate of the effect of stadium age. 
They find an insignificant negative effect of a stadium’s age on revenue—implying that as a stadium increases in 
age a team’s revenue may decrease, or at least stays the same. My results indicate the opposite, with a significantly 
positive coefficient on the age variable. This is most likely due to the coding of my age variable, which takes values 
0 to 6 due to convenience because of how it is coded for my models. If their variable has positive values for all 
teams then there will be teams in the sample with very high values for stadium age driving down the effect of this 
variable, whereas my variable only picks up effects for teams who constructed a new stadium around the time of my 
sample. Therefore, my age variable most likely picks up some of the positive returns to a new stadium within its 
honeymoon period and any negative returns beyond that are not taken into account due to the variable taking a value 
of zero. This should not significantly affect my estimates for the effects of winning and thus it can be confidently 
stated that there is no evidence that my dataset is significantly different from theirs in the areas of interest.  
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interacted effects are strong and significant, but when the main effects are included in the full 

specification the interacted effects are no longer significant.  

Burger and Walters correctly attribute this to the multicollinearity associated with the main 

effects and the interactions between continuous variables, which indeed tends to result in large standard 

errors. The accepted method for dealing with such multicollinearity is to normalize each of the variables 

by centering them about their mean and fit the model including both the main effects and the interactions. 

This process reduces the multicollinearity between the main effects and the interactions, reduces the 

standard errors and changes estimation of the main effects, but should not change the overall estimation 

of the interacted effects. This is exactly what we find in specification 5 of Table 3. The interacted effects 

are exactly the same and remain insignificant; however, the estimated main effects change drastically. 

Market size, wins, and wins above the threshold all have significant positive main effects—which follows 

intuitively from their interpretation. After centering the variables we are now seeing the effect of market 

size for a team with average wins and average wins above the threshold. Similarly, we are seeing the 

effect of wins and wins above the threshold for a team with average market size. In the average these 

main effects across teams are significant, a result that will be replicated below in analysis of my own 

Model 1.  

This implies—seemingly contrary to Burger and Walters’ thesis—that across teams there are 

significant returns to winning and to larger market size, but that the deviation from this average main 

effect of winning caused by variation in market size is not significant. Essentially, market size does not 

significantly alter a team’s return to winning compared to the average effect across teams. This will be 

analyzed further in this paper using Model 2. 

Model 1 Price Effect Analysis 

 Table 5 presents my results for the regression of Model 1, which has team specific effects for 

baseline revenue, win percentage, and the square root of win percentage above the threshold. The first 

step of the analysis is to test H1, that price is an omitted variable that must be included in the model. To 

test this hypothesis I estimated Model 1 restricting the price effect to be zero and then included price in 
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the model to get an unrestricted estimate for its effect. I then jointly tested each of the respective 

hypotheses that the team specific intercept (β0 in the full specification), the team linear win percentage 

coefficient in the full model (β1 in the full specification), and the team win threshold coefficient (β2 in the 

full specification) are significantly different between the restricted and unrestricted models. In each case I 

found p-values of 0.000 indicating that the estimates are indeed significantly different, implying that price 

does have a significant effect on the estimated returns to winning—as well as a team’s baseline revenue 

measured by the intercepts—and must be included in the model. It should be noted that when price is 

included in the full specification of Model 1 its effect is not allowed to vary by team and, therefore, its 

coefficient represents the average effect across teams of price on revenue. This coefficient in the full 

specification is significant and positive, indicating that on average an increase in price increases revenue. 

The inclusion of price, however, has an ambiguous effect on the various win coefficients depending on 

the team studied. For some teams including price increases the returns to winning, while for others it 

decreases the estimated returns. This implies that the relationship between price and the revenue 

generated from winning varies by team. This will be analyzed further in the discussion, but I note here 

that all further references to results from Model 1 are based on specifications that include the price 

variable. 

Model 1 Estimation 

 In order to understand how winning affects revenue across teams, I estimated Model 1 pooling all 

teams, with results in Table 4. The results of the full specification indicate that controlling for the effects 

of being a new team, having a new stadium, making the playoffs the year before, and changing price, 

winning beneath the threshold may have an insignificant effect, but that winning above the threshold does 

indeed have significant revenue returns for the average team. The first figure in the Appendix is the 

estimated curve of revenue residualized for the effects of the control variables plotted against win 

percentage with a scatter plot of each of these revenue residuals. There is certainly an upward trend to 
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residualized revenue as winning increases, but even across teams it is not clear that beneath the threshold 

this trend is significant.  

 The next step of the analysis is to estimate equation 1 with team specific effects for baseline 

revenue and winning, with results in Table 5, as mentioned above. One win can be interpreted as 

1/162=.006 percentage points so each additional win below the threshold corresponds to β1*.006 millions 

of dollars. To interpret each win above the threshold one must have a starting win percentage to which we 

add .006 because the effect is nonlinear. Therefore, one win above the threshold corresponds to β1*.006 + 

β2*((starting win percentage +.006 - .506)1/2 – (starting win percentage - .506)1/2) millions of dollars. The 

first notable finding is that many teams have insignificant estimates for baseline revenue and the win 

variables, potentially due in many cases to small sample size and thus large standard errors. Additionally, 

some teams have significant negative estimates for one of the win coefficients, indicating winning 

actually has negative effects on revenue, depending where on the revenue-win curve the team is. In some 

cases this could be due to chance and is driven by a few outliers in the data, but in some cases there may 

be a theoretical explanation for these results that will be discussed in the following section. In order to 

control for the possibility that winning has lagged effects on revenue, Model 1 was also estimated using 

one and two year lags of win percentage, but this strategy does not significantly alter the result of various 

significant negative coefficients.  

 The full specification of Model 1 fits the data as a whole remarkably well, with a true adjusted R2 

of .9534 when a constant is included and one team intercept is omitted. There is significant evidence that 

the returns to winning vary greatly across teams. A joint test of the equality of the linear combination of 

the wins coefficients for each team rejects the null of equality and the same is true of the test of the linear 

win percentage coefficient in specification 4 (which omits the threshold variable), indicating significant 

differences across teams. The Appendix contains figures for select teams of the estimated curve of 

revenue residualized from a regression on the control variables versus win percentage, and it is clear that 

these curves are unique to each team.  
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 Furthermore, the magnitude of this variation has important implications. Using specification 4, 

which omits the threshold variable, we can easily see the magnitude of the difference in the returns to 

winning between teams. ARI is the only team in this specification with a significantly negative estimate, 

and therefore has the lowest significant estimate for the revenue generated by wins, with a coefficient of   

-79.76. BAL has the highest significant positive estimate at 321.07. This difference implies that an 

additional win for ARI reduces revenue by about $480,000, while an additional win for BAL increases 

revenue by about $1.92 million, a difference of about $2.4 million. Even if we ignore ARI’s negative 

coefficient, there are ample teams with insignificant returns to winning, implying that a win is $1.92 

million more valuable to BAL than it is to teams with zero returns to winning.  

 Looking at the full specification we can see the differences in magnitude based on where a team 

is on the win curve and which team is being considered. For example, MIL has a significant linear win 

percentage coefficient of 116.90 and significant win threshold coefficient of 79.50 in the full 

specification. This indicates that a win that takes MIL from 79 to 80 wins is worth 116.90*.006 = 

$700,000; however, a win that takes MIL from 89 to 90 wins is worth 116.90*.006 + 79.50*.014 = $1.84 

million. This is in contrast to a team with insignificant returns to winning, which would gain zero revenue 

from either of these additional wins.  

 It should be noted that these dollar figure estimates are substantially lower across the board than 

the estimates usually cited for the value of a win, which tend to be around $4 to $5 million depending on 

the year studied. These estimates are in the ballpark, however, of those obtained by Burger and Walters 

whose highest estimated return to winning was for NYY at about $3.62 million per win and whose lowest 

was $590,000 per win for MIL. Additionally, we must consider that the goal of these estimates is to put a 

dollar figure on wins within the same season. As has been noted, there is evidence that wins could 

generate revenue the following year, but this additional revenue is very difficult to measure and would not 

be included in my estimates.  
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Robustness Checks 

 To validate the robustness of Model 1’s finding that there is significant team variation in the 

returns to winning and to analyze the potential effect of the various CBAs, I estimated the categorized 

version of Model 1 discussed in Section 3 using two different methods to choose the categories. The 

assumption is that one factor that could be driving the estimates in Model 1 is that the effect of winning 

on revenue varies within the sample by time period based on the various CBAs. Additionally, if it is the 

case that there is team variation in the returns to winning but that teams can be grouped with other teams 

with similar characteristics, then these time period effects should be similar for similar groups of teams. 

The categorized version of Model 1 should then lead to stronger and more significant estimates for the 

returns to winning because I am clustering similar teams and allowing the effects to vary by time period.   

 The first method was to group teams based on the data. Plots of the estimated linear combination 

of the wins coefficients from Model 1 versus the estimated team intercepts from Model 1 and the 

estimated linear win coefficient of Model 1 versus the team intercepts both indicate a strong negative 

correlation between the returns to winning and a team’s baseline revenue. Theoretical justification for this 

finding can be found in the following section and has interesting implications for analysis of the revenue-

win relationship. Additionally, this finding allowed me to group teams based on their estimated returns to 

winning from Model 1 with the understanding that these groupings effectively clustered teams with 

similar intercepts as well. Therefore, in the first method there are five categories of teams beginning with 

a category for teams with high estimated returns to winning (and thus low estimated intercepts) and 

ending with a category for teams with low estimated returns to winning (and high intercepts). The second 

method was to group teams theoretically based on my knowledge of MLB and teams’ historic 

relationships with their fan base. I grouped teams I assumed have similar fan bases who respond similarly 

to winning, without reference to the estimates from Model 1. For details of which teams were grouped 

together refer to the note under Table 12.  

 Tables 11 and 12 present the results from the two categorized specifications of Model 1, with the 

categories based on the data in Table 11 and the theoretically chosen categories in Table 12. The 
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important finding is that in both cases I find very few significant estimates for the win coefficients, 

indicating that teams within categories do not actually have similar returns to winning, even within the 

three time periods. The implication is that even within small time periods teams appear to have very 

unique revenue returns to winning and that in many cases the returns may in fact be insignificant. This is 

an important finding for the analysis that will follow because it suggests that teams that on the surface 

appear to be similar or that have similar estimates from Model 1 cannot necessarily be grouped together. 

The implication is that even two teams with almost the exact same demographics and even the same time 

average returns to winning could have very different returns to winning in a smaller time period due to 

factors that cannot be accounted for in a model. Furthermore, these results suggest no real effect of the 

CBAs on the returns to winning within categories, because for any given category the estimates for each 

time period are not significantly different from zero and thus not significantly different from each other.   

Model 2 Estimation 

 The results from Model 1 and its subsequent robustness checks indicate strong variation among 

all 29 teams in the manner in which winning drives revenue. Additionally, the results validate H1—that 

price is an omitted variable that must be included—and refute H3—that the different CBAs had 

significant effects on the returns to winning across groups of teams. In order to better understand where 

the team variation in revenue comes from, I regressed the estimated team intercepts, team linear wins 

coefficients, and team linear combinations of the wins coefficients on a group of explanatory variables 

believed to explain this variation. Of most importance is the market size variable, proxied by population, 

which is thought to explain most of this variation. I want to weight each of these dependent variables by 

my confidence in their robustness and therefore utilized weighted least squares for this analysis, with the 

inverse of the standard errors as weights.3  

                                                            

3 Weighted least squares is a commonly accepted econometric method for regression analysis when the 
dependent variable is estimated rather than observed. In this case the dependent variable in the three different 
versions of Model 2 represent each team’s estimated time average for the variable considered—baseline revenue for 
the intercept and the returns to winning for the other two versions. The measures for these dependent variables are 
the coefficients from the regression of Model 1 for each team, which have varying levels of certainty due to 
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 Tables 8, 9, and 10 contain the regression results for Model 2 with the team intercepts, team 

linear combination of the wins coefficients, and team linear wins coefficients as the dependent variable, 

respectively. The full specification contains all of the explanatory variables and has R2’s of .4522, .5525, 

and .6179 for the three regressions, indicating the regressors as a whole explain about 45%, 55%, and 

62% of the variation in the respective dependent variables. This implies that about 45% or 38% of the 

team specific variation in the returns to winning is left unexplained, depending on the specification of the 

effects of winning. The coefficients represent the effect of a change in each explanatory variable on a 

team’s coefficient for the corresponding dependent variable in Model 1, holding all of the other 

explanatory variables constant. In essence these coefficients represent the direction and magnitude of the 

change in the baseline revenue or revenue generated by wins from an associated increase in population, 

an additional sports franchise, etc. For the division dummies the coefficients represent the difference in 
                                                                                                                                                                                                

differing levels of variation in the data for each team. Therefore, the dependent variable for each version of Model 2 
has different variance for each team—i.e. the model is heteroskedastic—but this variance for each team has been 
estimated, so we know the form of the heteroskedasticity.  

Weighted least squares (WLS) is more efficient than OLS when the form of hetorskedasticity is known. In 
the case where the dependent variable is estimated, WLS weights each observation of the dependent and 
independent variables by the inverse of the standard error of the associated dependent variable observation. In 
essence this method places more weight on teams that have smaller standard errors and hence more certainty about 
their measured dependent variable.  

WLS is a special case of generalized least squares (GLS) in which the variance-covariance matrix that 
transforms the equation, which I will call W is a diagonal matrix with nonzero diagonal entries corresponding to the 
estimated variance of each observation for the dependent variable. Letting W-1=V’V, where V is a diagonal matrix 
of the inverse of the standard errors of each observation for the dependent variable, WLS transforms the regression 
equation y=βX + ε, into Vy=βVX + Vε. This amounts to a regression of Vy on VX, and the corresponding estimator 

is thus a transformation from the normal OLS estimator β̂=(X’X)-1X’y into the WLS estimator β̂WLS= 

((VX)’(VX))’(VX)’Vy = (X’V’VX)’X’V’Vy = (X’W-1X)-1X’W-1y (Stock and Watson, 2007). β̂WLS is 
normally distributed, consistent—with mean equal to the true parameter β—and is more efficient than the 

normal OLS estimator because its variance takes the form Var(β̂WLS)=(X’W-1X)-1 and is thus “scaled down” 
from the variance of the OLS estimator by the inverse of W.  

The Stata command vwls stands for “variance weighted least squares” and carries out weighted least 
squares estimation as described above when used with the option sd(var) where “var” is a variable containing the 
estimated standard errors for each observation of the dependent variable. The vwls command does not produce an R2 

value, but instead a chi-square goodness of fit statistic. In order to carry out the analysis needed for Model 2 
I replicated the regressions using the regress command with analytic weights, specifying the inverse of the 
variances of each observation of the dependent variable as the weights. This is because the analytic weights 
option automatically weights the regression equation by the square root of the weights specified. This option 
yields the same coefficient estimates as vwls and an R2 value that represents the amount of variation 
explained by the regressors, but has incorrect standard errors for the estimates. The reason is that the 
analytic weights option introduces a common scaling factor equal to the inverse of the mean of the weights 
when calculating the variance of the residuals and thus the variance of the estimates (Gould, Stata Support).  
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baseline revenue or the returns to winning between a team in the given division and a team in the AL 

Central, holding all other variables constant.  

Market size has an insignificant effect on the returns to winning in both Table 9 and Table 10, 

indicating that, when controlling for the other variables, market size is irrelevant. Having more pro sports 

teams has a significantly negative effect on the returns to winning and due to the high correlation between 

this variable and market size, when this variable is omitted market size picks up this negative effect. We 

see a similar correlation for the distance variable. Teams close to another MLB team have higher returns 

to winning, suggesting that competition between two teams for the same fans increases the value of wins. 

When this effect is left out the market size effect increases and is significantly positive due to the negative 

correlation between market size and the distance between teams, as there are two teams in most of the 

largest markets. Per capita income has a significantly positive effect, meaning teams in more affluent 

markets have a higher return to winning. It appears that being in the NL East, a division dominated until 

recently by ATL, has higher returns to winning than the AL Central, a historically competitively balanced 

division. The opposite is true of the NL Central and NL West, which contain some teams that have not 

been consistently successful for an extended period of time (PIT, CIN, CHC, COL, SD, and LAD).  

Each of the additional regression specifications in Tables 8, 9, and 10 leaves out one of the 

regressors, meaning the subsequent change in R2 represents the amount of variation in the dependent 

variable explained by the corresponding omitted regressor. Most notably, we see that market size explains 

almost none of the variation in the win effects, as the R2 in each of these models decreases very little 

when market size is omitted. Distance, number of pro sports teams, and per capita income all explain a 

similar amount (about 10-15%) of the variation and division explains the most, probably in part because 

in a small sample it is allowed to vary the most by team due to the five different dummy variables 

included in the regression. The overall implication is that the results refute the notion that market size is a 

determining factor in teams’ return to winning and overall these results paired with the variation across 

teams in the estimates from Model 1 indicate that it is very difficult to explain this variation without 

looking at unique factors on a case by case basis.    
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 V. Discussion 

 The overwhelming result of this analysis is that teams have a unique relationship with their fans 

that cannot be easily explained by their time invariant characteristics. For the average team there is a 

significant return to winning, but it is not clear that winning matters until a team nears playoff contention. 

When this effect is analyzed on a team by team basis, however, the results are much less clear. For some 

teams, such as PHI, winning has the assumed effect of increasing fan responsiveness and generating 

revenue. For other teams—see ARI—winning appears to have the opposite effect, decreasing revenue. 

This result is due to a number of complex factors determining whether or not fans invest monetarily in 

their local team, a few of which will be analyzed in this discussion to make the case that a one size fits all 

model for team revenue provides biased estimates for the revenue generated by winning. 

The Price Effect 

 Price is an important factor in many fans’ decision of whether or not to invest in a team, but 

averaged across all of the fans in a market this effect varies between teams due to the demographics of the 

market. A team in a wealthy market likely has enough affluent fans that increases in price are not much of 

a deterrent, meaning the decision of whether or not to buy tickets is based more upon the performance of 

the team. A winning team is more fun to watch and so paying a little extra for this added utility is a minor 

cost. On the other hand, this added cost may be a significant deterrent for less affluent fans. A higher fan 

price elasticity of demand is the most likely explanation for the negative linear win percentage coefficient 

in specification 4 for Arizona. Phoenix is the least affluent market in the U.S. in the sample, implying that 

price may be a significant factor in the average ARI fan’s decision of whether or not to attend games. 

Across teams the price variable has a positive coefficient, so an increase in price should increase revenue 

(holding all else constant), but in ARI a price increase may well deter many former consumers from 

buying tickets, even in a winning year. Therefore, if it is the case that ARI raises prices in years in which 

it expects to be successful, then this price increase offsets the added revenue that winning should 

generate, by decreasing demand and attendance. If price is indeed correlated with ARI’s actual 

performance, then in these years price will increase and wins will increase, but revenue will decrease or 
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stay about the same depending on the relative magnitudes of the price change and decreased demand. 

Given that the model estimates an increase in revenue from the price increase, ARI’s win coefficients are 

driven downward to offset this increase in order to minimize the difference between predicted revenue 

and actual revenue. In effect, the win coefficients for ARI really represent its fans’ deviation downward 

from the league average price effect, instead of actually picking up the returns to winning. In this way the 

specification of the model does not fit ARI well and leads to an incorrect estimate for the team’s return to 

winning, but this also signifies the complexity of analyzing the factors that determine the value of a win 

because this is an issue that teams in wealthier markets do not face.  

Perpetual Winning or Losing 

 In Diamond Dollars Vince Gennaro refers to the diminishing returns to making the playoffs many 

years in a row and specifically cites ATL as an example of this effect. Similarly, one can conjure 

examples of cities once thought to be great baseball markets now considered business flops after many 

successive years of losing—see PIT and BAL. My estimates from Model 1 support the theory that 

repetitive winning or losing diminishes the returns to winning as fans grow accustomed to the same 

performance from their team year in and year out.  

 On one end of the spectrum we have ATL, which plays in a relatively large market, has a 

consistent following across the south because for a long time it was the only team south of the Mason-

Dixon line, and which should theoretically be able to fill the stadium at Turner Field when they have a 

high quality product. Unfortunately—from a business perspective—ATL won their division and made the 

playoffs every year from 1991 through 2005. The result is that by the time we reach my sample, fans in 

ATL had grown accustomed to the Braves winning, going to the playoffs, and inevitably failing to win 

the World Series, as they only won one world championship during this span. This lack of responsiveness 

to winning is seen in ATL’s estimates, which are negative above the threshold. The negative coefficient 

may be due mostly to the specification of a nonlinear curve, but it appears from their figure in the 

Appendix that, at most, wins above the threshold generate zero revenue.  
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 Conversely there is PIT, a team with a storied franchise history, known for their prowess in the 

70’s and early 90’s, in addition to Bill Mazeroski’s 1960 World Series clinching home run against the 

Yankees. During my sample PIT is the only team to fail to reach the win threshold and is regarded as a 

franchise notorious for trading away players at their peak rather than ponying up higher salary costs to 

keep them. The construction of a new stadium in 2001 was heralded as a fresh start for the franchise, but 

the ten years of losing that followed ensured that fans in Pittsburgh are unwilling to watch a failing team, 

even if they can do so while enjoying modern amenities. This phenomenon is evident in PIT’s negative 

win coefficient, which represents that fans have grown tired of watching bad teams, leading to 

insignificant returns from winning.  

Specification of the Model 

 Given the small sample sizes for each team, teams with few data points on either side of the 

threshold are subject to the bias presented by a few outlying years. For example, OAK has a strong 

negative linear coefficient in the full specification, but looking at their figure in the Appendix it appears 

that this is due to an unusually high level of residualized revenue in their least winning year, 1997. 

Overall, OAK appears to have an insignificant return to winning, which is supported by their insignificant 

estimate for the linear coefficient in specification 4 when the threshold term is omitted. Therefore, the 

specification of the model when forced upon OAK’s sixteen years of data is skewed by this one year. We 

see a similarly high outlying data point for CWS in 2007, despite the team’s lowest win percentage during 

the sample. In this case there is a natural explanation for the outlier: two years earlier in 2005 the team 

won its first World Series since 1917 and the associated excitement and accompanying boost in revenue 

carried over not only to 2006, but to 2007.  

Capacity Ceiling 

 One of the more interesting developments of the analysis is the negative linear correlation 

between a team’s baseline revenue and its returns to winning. The implication of this finding is that as a 

team’s baseline level of revenue increases, winning generates less revenue. This may seem intuitive, but it 

does not have to be the case and indeed many other studies would suggest the opposite. If it were true that 
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each market had the same proportion of bandwagon and purist fans and thus large markets had more of 

both, then teams in large markets should have both the highest baseline revenue and the highest returns to 

winning. This appears not to be the case, however, as my results suggest the opposite relationship 

between baseline revenue and revenue generated by wins.  

There are two potential reasons for this result, depending upon the team studied. The first, and 

most important, is that there exists a natural capacity constraint on a team’s revenue due to the limited 

number of seats in a stadium. For BOS and NYY—who are consistently playoff contenders throughout 

the sample and have notoriously large, rabid fan bases—it may be that there is simply no more room for 

them to significantly increase revenue year to year. In some ways this should not be the case, as 

ownership of their own regional sports network (RSN) means that, ideally, increased winning should lead 

to more demand for their television product and should increase revenue. On the other hand, given that 

each year they are in contention, fans may tune in regardless and so the capacity constraint at the ballpark 

limits the amount of revenue they can make from ticket sales, concessions, etc. and the revenue generated 

from television advertising remains stable. The result is seemingly insignificant effects on revenue from 

winning and large baseline revenue that is constant from year to year.  

 OAK is an example of a team with an unusually high intercept despite having in actuality low 

baseline revenue, rarely selling out, and thus having no true capacity constraint to speak of. The reason 

for this result is simply the specification of the model. As previously mentioned OAK has a strong, 

negative linear wins coefficient due mostly to one outlying data point. In reality OAK probably has a fan 

base that is not very responsive to baseball due to other substitutes in the area, an old worn down stadium, 

and low disposable income. The result is a stable, relatively low amount of revenue generated each year. 

The model’s estimate for the amount of predicted revenue for OAK is driven downwards each year, 

however, by the negative wins coefficient. To offset this effect a high intercept is needed so that once this 

negative trend is accounted for the predicted revenue matches the actual revenue. Indeed this is exactly 

what we see: the intercept for OAK in specification 4, which leaves out the threshold term, is significantly 

lower than the one in the full specification; the wins coefficient in specification 4 is also higher than the 
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one in the full specification, meaning that OAK moves from a high intercept, low returns to winning team 

in the full specification to an average intercept, average returns to winning team in specification 4. 

Therefore, when the model is aligned more closely to OAK’s actual situation we see an estimated 

intercept and estimated returns to winning that match this reality.  

 For the teams in the sample which do not sellout every year we may be seeing varying degrees of 

the capacity constraint effect. Teams that are consistently close to selling out have relatively large 

baseline revenues, but still have some room to increase revenue when they win. The amount of revenue 

generated from winning may be capped, however, once they start selling out regularly. Teams with 

smaller followings will have smaller baseline revenues and more room to increase revenue as they win, 

thus allowing for larger returns to winning. While this effect likely drives the general relationship 

between the intercept and the win coefficients, it is not the only factor determining a team’s return to 

winning.  

Insignificance of Market Size 

 The goal of this paper was to understand more fully the characteristics of a team that determine 

their fans’ responsiveness to winning, based on the underlying theory that market size would be the most 

important of these characteristics. All of the evidence presented so far consistently rejects this theory. 

Market size not only appears to have an insignificant effect on a team’s estimated returns to winning, it 

explains almost none of the variation between teams in these estimates. Lest one feel that this is due to 

somehow biased estimates, I will analyze this phenomenon further anecdotally by comparing the teams 

that share two of the largest markets, Los Angeles and Chicago.  

 In Los Angeles we find two very different looking franchises. The Angels, technically located in 

Anaheim, have been trying to assert themselves in the LA market for a long time, even changing their 

name from the Anaheim Angels to the Los Angeles Angels of Anaheim. Winning seems to have a 

profound effect on their fans, which is in part why the team recently signed Albert Pujols—known as the 

best hitter in the game—to a lucrative long term contract. On the other hand, their counterparts the 

Dodgers appear to have very low, if any, returns to winning. Whether it is a capacity constraint issue, the 
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tastes of their fans given the other entertainment available in Southern California, or the team’s prolonged 

lack of success in the playoffs, the team appears to have relatively constant revenue regardless of 

performance.  

 In Chicago there are two teams with again very different business success and unclear returns to 

winning. The Cubs are perpetually near the top of baseball in terms of value and revenue despite limited 

success. The full specification yields a significant negative coefficient beneath the threshold and a 

significant positive one above it, but leaving out the threshold term yields an insignificant linear 

coefficient on win percentage. The team’s plot seems to support the conclusion of limited returns to 

winning, probably in part due to a capacity constraint similar to that faced by NYY. On the other hand, 

CWS appears to have insignificant returns to winning by any measure, but also makes significantly less 

money than the Cubs each year.  

 By comparing teams within large markets it is clear that a large market does not significantly 

increase the returns to winning. The results of Model 2, however, suggest that increasing the distance 

between teams diminishes the returns to winning, implying that having a team very close by should 

increase the returns to winning. The underlying implication is that the impact of sharing a large market 

with another team is unique to the team being studied. In each of the two markets discussed above we see 

a more established team making revenue each year regardless of performance and one less established 

team fighting to gain support; in the case of LAA this support is based in large part on performance. It is 

certainly not the case that teams within the same market will make the same amount of revenue or will 

have the same returns to winning, however. This analysis supports what the rest of the paper has argued—

that a team’s relationship with fans is extremely unique and independent of market size. 

VI. Caveats  

Potential Unobserved Factors 

 Correctly estimating the returns to wins in one season for a team is clearly very difficult due to 

the complexity of a number of underlying factors. The goal of the discussion so far has been to explore 

the relevance of some of these factors with respect to their roles in the model. For the majority of teams, 

  31



however, it appears that there is a relatively insignificant effect of winning on revenue or that this effect 

cannot be weeded out from all of the other noise. I will provide three possible further explanations for this 

“noise” in an effort to provide insight into the factors that teams would need to consider on a year to year 

basis to have a more complete understanding of their own revenue generating process. 

 The first factor is the lagged effect of winning. I attempted to control in part for this in Model 1 

by including lagged win percentage variables, but in reality this effect—like the effect of current wins—

probably varies team by team and year to year. As we see with CWS, winning the World Series is a big 

deal to fans—so big that it probably has revenue effects many years into the future. On a smaller scale 

making the playoffs and even having a winning season can have future effects that stretch beyond even 

the next season. What is difficult to estimate in a model is not only what winning a championship means 

in terms of fan responsiveness, but how it affects the business as a whole. Owners are likely to use a 

perceived bump in fan demand to establish other initiatives to increase this momentum, such as stadium 

renovations, more promotional deals, or increased activity in the free agent market. In the case of signing 

free agents, these moves may not only increase revenue, but could also generate wins many years in the 

future. It would be almost impossible to partial out the effect of past wins from corresponding business 

improvements in a model fit across all teams. 

 A similar factor is the revenue generated by television deals. Some teams with large enough fan 

bases own part of a RSN, which has been shown to generate a windfall of revenue year to year for teams 

with an established station. In fact this status was considered as a variable to include in Model 2 in order 

to understand just how RSN ownership may affect the returns to wins; however, there are ample cases of 

teams creating RSNs only to have them fold after a few years—see KC. Therefore, in many ways this 

would be an endogenous variable, with the returns to winning potentially determining whether a team 

owns a RSN, rather than vice versa.  

 For the majority of teams, which do not own RSNs, television revenue comes from deals signed 

many years in advance with a station’s local affiliate. Winning certainly impacts this revenue, as a better 

on field product provides more leverage in these negotiations, but given that these contracts are often for 
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many years at a time it is almost impossible to put a dollar figure on any one win’s contribution to this 

revenue. Indeed LAA’s signing of Albert Pujols is a great example of this phenomenon. Many analysts 

support the notion that the high price the team paid to secure his services well beyond his peak 

performance years was because the team’s television deal is up for negotiation soon. Owner Arte Moreno 

is hoping that a successful team with a superstar player will be enough to attract a large audience and give 

him ample leverage to drive up the value of this television contract. 

 The final factor is the unique historical relationship and reputation a franchise has with its fans. 

Baseball fans are not created equal and it is clear from this analysis that each market is not made up of the 

same types of fans. STL is often noted as having the “best” fans, a reference to the fact that fans seem to 

show up independent of the result on the field—a theory supported by my estimates and their plot in the 

appendix. TB is known to have fans that rarely show up regardless of result—which is supported 

somewhat by my results, although they have a very small sample of years above the win threshold. This 

relationship, however, is prone to change based on repeated performance—exemplified by PIT. Similarly, 

it may be possible to create a certain type of fan base over the course of many years. A Yankee executive 

with whom I talked mentioned that there was not a strong Yankee fan base in the 80’s and early 90’s after 

years of on field disasters. Then owner George Steinbrenner believed, however, that if he kept putting 

enough money into the team and demonstrated an interest in winning, eventually the fans would respond 

with the level of fervor generated by the great teams of the 50’s and 60’s (Cashman, Interview). After 

winning five World Series during my sample, the Yankees are known for the largest fan base in MLB, are 

consistently the highest grossing and most valuable team in the league, and are referred to by competitors 

as the “Evil Empire” for their ability to make and spend money.  

Small Sample Size and Specification of the Model 

 The reason the aforementioned unobserved factors are important to any discussion of my analysis 

is that for the team by team analysis, the sample size is small, with only sixteen observations for Model 1 

and twenty nine observations for Model 2. As shown previously, this means that in many cases estimates 

are driven by just a few data points and that there is substantial uncertainty in these estimates, resulting in 
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large standard errors and inconclusive findings for the significance of the causal relationships studied. In 

Section 5 I discussed a few examples of teams with significant estimates and possible explanations for the 

observed results—either factors that could be confounding the estimates, or reasons why the estimates are 

theoretically justifiable. It could be, however, that in the majority of cases these estimates are just a result 

of the noise created by year to year variation in unobserved factors and because of the small sample size 

my estimates are essentially making something out of nothing. This problem is magnified by the full 

specification of Model 1 because the inclusion of the win threshold essentially fits two different 

relationships between wins and revenue—the one above the threshold and the one below it. Additionally, 

I am forcing wins above the threshold to have a diminishing effect for all teams by taking the square root 

of the variable. In essence I am taking an already small sample size, breaking it in half, then forcing a 

certain type of curve to fit it. In some cases it could be that this curve is not correctly specified, yielding 

biased results. More importantly, given the number of teams in the sample and the relatively small 

number who have significant estimates, it could be that these “significant” results are merely chance 

occurrences in which insignificant noise happened to fit the specified curve in this instance.  

 The issue of small sample size and the noise associated with many of my estimates is a legitimate 

concern for the analysis provided in this paper. There are, however, many silver linings to this caveat. The 

first is that the dataset as a whole is the best possible representation of the data needed for this analysis. 

While it would be great to have local revenue figures released by the teams themselves, this is not 

possible. It has been demonstrated through the very close replication of Burger and Walters’ findings and 

various robustness checks that the measures used for revenue and wins in this analysis are solid. 

Furthermore, it would be unhelpful to increase the sample size by including data for years before 1995 for 

a few reasons. The first reason is that Forbes valuations only stretch back to 1990, so it would only be 

possible to add five years of data without changing the source for the data and introducing possible 

measurement error. More importantly, the strike of 1994 drastically changed the business of Major 

League Baseball and attempting to control for this effect in order to increase the sample size by five years 

would likely introduce more problems than it would solve.  
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 Given that the sample used is legitimate, the actual results suggest that the analysis provided is 

useful, even with the small sample size. First, the pooled model used to replicate Burger and Walters and 

the one used as a robustness check for Model 1 both provide results consistent with my findings and have 

no sample size issues. The replication of Burger and Walters’ model suggests that there is a significant 

interacted effect between wins and market size, but this effect goes away when the main effects of these 

variables are included. This is consistent with what I find in the rest of my analysis. The returns to 

winning vary significantly across teams and thus deviate from the average effect of winning on revenue. 

This deviation, however, is not explained by market size. Additionally, the pooled version of Model 1 

suggests that wins do increase revenue on average, but this average effect may not even be significant 

beneath the threshold. This indicates that for many teams the effect of wins on revenue as specified in my 

model is insignificant, which is exactly what we find in the team specific version of Model 1.  

 Furthermore, specification 4 of Model 1—in which the threshold variable is left out—provides 

some clarity to the results. By removing the threshold term the model is left to fit a simple linear 

relationship for each team for all of the data in the sample. The result remains similar: for many teams the 

findings are inconclusive, with an insignificant coefficient; for some teams we see a significant positive 

relationship, as expected; and for ARI the significant negative relationship persists, but an explanation for 

this anomaly has already been discussed. The results for Model 2 remain the same when these linear 

coefficients are used as the dependent variable, indicating that doing so does not change the source of the 

variation across teams.  

 If it is the case that my estimates for Model 1 are in some way biased or unreliable due to small 

sample size and the specification of the model, then much of the analysis that follows in Model 2 is of 

little use. The overall arguments of the paper, however, remain intact regardless of the validity of some of 

these estimates. Across teams there is a complicated, but positive relationship between wins and revenue. 

When this relationship is analyzed team specifically, however, this is not the case for all teams. On a team 

by team basis this relationship is, at worst, driven by unobserved factors leading to a lot of noise and 

inconclusive findings. At best, it is represented by my estimates, which indicate a unique relationship for 
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each team. In either case the point is essentially the same—one cannot provide a single dollar figure in 

any given year for the value of a win to a MLB franchise. The true value of this win depends on the team, 

the number of wins the team will have otherwise, and probably on a host of other year specific factors. 

Additionally, the value of this win is not driven by the size of the market of the team studied, and in fact 

is mostly driven by a unique relationship a team has with its fans that is based on factors that are dynamic 

in nature and impossible to control for across teams.  

VII. Conclusion and Further Research Opportunities 

 The goal of this paper was to better understand the relationship between winning and revenue for 

MLB franchises in an attempt to critique current and former claims about the value of wins and, 

subsequently, the value of players. The underpinning hypothesis of the paper was that this revenue-win 

relationship is too unique to each team to make blanket statements about a win’s value and that this 

variation between teams would persist when controlling for demographic factors. The resulting analysis 

not only supports this hypothesis, but demonstrates just how complicated and unique this relationship is. I 

find significant variation across teams in the returns to winning, variation that persists through a variety of 

specifications. This variation is not due to market size—in fact market size explains essentially none of 

the difference in estimates across teams—and is only somewhat explained by other demographic factors. 

Further analysis of the results for teams that share markets indicates that not only are different markets 

made up of fans with different responsiveness to winning, but teams within the same market have 

different types of fans. In most large cities with two teams it appears that there is an established team with 

a high revenue base that varies little with performance and there is a less established team for whom 

revenue varies much more dramatically.  

 The analysis provided in this paper is based on the assumption that owners are rational, profit-

maximizing agents and therefore would use information about the revenue generated from wins when 

making pricing and free agent decisions. This assumption implies that in a given season if an owner could 

measure a player’s added wins based on performance and could measure the revenue generated from 

these wins, then the owner would be willing to pay the player a salary up to that revenue figure. There 
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may be another factor not considered in this analysis that provides an interesting opportunity for further 

research. One MLB executive mentioned that owners do not only think about maximizing profit year to 

year, but instead consider long run implications when making decisions. During my sample the value of 

MLB teams has increased each year at a rate that far outpaces inflation. Just recently the Dodgers were 

sold to an ownership group for a record $2 billion despite an old stadium and having failed to reach the 

World Series in over twenty years. The current trend indicates that given the scarcity of MLB teams 

available for sale and the apparent intrinsic value associated with owning a sports franchise, individuals or 

groups with enough money to buy a team for sale can turn a handsome profit on the investment upon 

sale—even with little actual value added. This profit increases as the revenue potential and prestige of the 

franchise increase, providing incentives for owners to bolster the competitive viability of the franchise. 

Therefore, in many cases, owners may pursue opportunities that create a short run loss if they are 

perceived to increase the long run sale value of the team (Cashman, Interview).  

 A great example of this is, again, the Albert Pujols signing. If Pujols plays as expected during the 

life of his contract he may provide a surplus of revenue in the early years while still in his prime, but will 

surely be a net loss in terms of revenue generated by his added wins during the final years. Whether this 

difference evens out could be debated, but even if Pujols’ performance value is far exceeded by his salary 

the deal may ultimately be profitable for the team. Having Pujols on the team increases the prestige and 

interest in the Angels. Furthermore, the team is poised to contend for the next few years and adding Pujols 

greatly increases their chances of multiple playoff runs and opportunities to win a World Series. All of 

these factors will likely drive up revenue—especially considering their positive estimated returns to 

winning from my analysis—and increase the team’s leverage in television negotiations. Even if this 

increased revenue still does not make up for Pujols’ salary, however, when owner Arte Moreno decides to 

sell the team he will undoubtedly make up the difference, and then some. Typically MLB teams sell for 

about two to two-and-a-half times the amount of revenue they make (Cashman, Interview; Duquette, 

Interview). The implication of this is that a move such as signing Albert Pujols not only increases revenue 

in the short run, but if this increase persists into the future the effects will by amplified should the owner 
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choose to sell the team. Assuming that owners consider such analysis, further research would attempt to 

analyze the relationship between winning and a franchise’s overall value in order to compare this 

relationship to that between winning and short term revenue generated.   
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Copy of Regression Table from "Market Size, Pay, and Performance: A General Model and 

Application to Major League Baseball" Journal of Sports Economics, Burger and Walters (2003)  
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